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Abstract—The papert copes with the reduction of network network. In this paper, we have carried out extensive and
power consumption by the definition of new routing algorithms, accurate analysis of an EAR problem formulated in [6] by
able to take into account the energy consumed by the network using a state-of-the-art branch-and-cut solver for Mixete

devices. In particular, based on the power consumption chacter- . _ .
ization of the network devices obtained using the Energy Priile ger Programming (MIP) and a new heuristic algorithm denoted

(EP) concept, the paper presents the analysis of the exactlsbon s Dijkstra-based Power Aware Routing Algorithm (DPRA).
of the Energy Aware Routing (EAR) problem solved with a Mixed The analysis is focused on the evaluation of the potential

Integer Programming solver. The analysis is aimed at evaluing  power savings offered by these algorithms in different laad
the impact on the performance of three relevant aspects of ¢ topology conditions. Furthermore, we evaluate the impéct o

problem: the approximation of the actual EP, the traffic load and . . .
the topology of the network. Furthermore, the paper propose a the approximation of the actual power behavior of the nekwor

heuristic solution of the EAR, denoted as Dijkstra-based Paer €quipments on the performance of the algorithms.
Aware Routing Algorithm (DPRA), defined in order to cope with The paper is structured as follows. Section Il introduces

the complexity of the exact solution. the problem statement and the proposed algorithm. Sedtion |
presents the simulations settings and discusses resulislyr
conclusions are drawn in Section IV.

. INTRODUCTION
Today, energy consumpt_ion is_ one of th_e key is_sues for Il. PROBLEM STATEMENT

the future life. The Internet is rapidly becoming a major con _ .

sumer of power, with significant economic and environmentaITh_e concept of E’?efgy Profile (EP), presented n (61,

impacts. For example, in Italy, Telecom lItalia is the secorRf'Mits the characterization of the energy consumption of a

largest consumer of electricity after the National Railwal)€Work equipmentin function of its traffic throughput. Trag

system [1], consuming more than 2 TWh. In Japan, the povx)BFo .account this characteriz_ation, the auth_ors of [6] pmd_
consumption of the network infrastructure is predicted ¢o 1€ idea of the Energy Profile Aware Routing (EPAR), which
103.3 TWhyear in 2025 [2]. In US, the network infrastrueturcONSists in the minimization of the overall energy consuampt
require between 5 and 24 TWhiyear [3]. Considering thhased on the EP of network devices and the actual traffic load.
energy cost is constantly growing, it is not surprising tha‘&he model is described in the fO||OWIng.SL.JbS€'CtI0n, while in
communication operators and equipment vendors are tryiﬂge successive one the proposed heuristic, developedgtakin
to reduce the power consumption of network. into account the EPAR model, is presented.
Recent works on Green Networks have defined the energy
aware problems and (in some case_s) solutions on three ntlev& Energy Profile Aware Routing (EPAR)
aspects ofanetwork: treystem deS|grlherout|ng de3|gr51_nd _ Given a network modeled as a directed grapiv,E),
the network designThe system design problem consists in : :
o ; . . WhereV is the set of nodes artd the set of links (to note that

energy efficient mechanisms implemented in network equip- . . .

: . Igr each couple of nodes we consider two different directed
ments, examples of these works are Adaptive Link Rate (AL T . . :

: . . _links uv and vu), and indicating withD the traffic matrix,
[4] and Low-Power Idle (LPI) [5]. The routing design conS|stWhere each elemendyg, represents the traffic demand fram
in methods to achieve further energy savings by means qf ¢ .

. . tE d, the EPAR problem can be formulated as follows:

appropriate flow routing strategy [6], whereas the networ
design problem is based on the idea of dynamically shutting

down nodes and links when these resources are not strictly minimize V;EP\AUW @)
necessary (e.g. resources overprovisioned for fault ptiot® .
[7]. subject to

Our work is focused on the Energy Aware Routing (EAR),
which consists in taking routing and traffic-engineering de Z/ f3d_ Z/f\fsd: dsg ; f34— Z/f\fg: — sy
ve ve ve ve

cisions to minimize the overall energy consumption of a
gfj\‘,’—z/f\i?zo YueV\{sd} VsdeD
ve ve

)
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Equation (1) is theDbjective Functiorto minimize, where
ER,7(v is the energy consumption of the nodat the traffic
throughputT(v). The traffic throughput of node can be
calculated as follows:

=3 30 3

wheref$d is the amount of traffic demand betwesandd that
flows through the linkuv. Equations (2) are the classiddbw
Conservation Constrainsvhile equation (3) forces the traffic
flowing in link uv to be smaller than the link capaci@,.
Equation (4) limits the load of nodeto the node capacit@).

()

that the choice of parametdg is a trade off between accuracy
and simulation time. At step 5, the cost of the limkvuve E
is calculated as follows:

(6)

whereT¢!(v) is the traffic throughput of nodeat the current
iteration.

Wy = E Pv,TCI (V46— E Pv,TCI v)

Algorithm 2 Setd
if dRES> & then

0=20p
else

S= dEdES
end if

Afterwards, the maximum resources available at each node,
CMAXand at each linkCMAX, are calculated as explained

The EPAR problem can be solved by means of a MIP solvier Algorithms 3 and 4. In particularCMAX is calculated
such as CPLEX [8]. Nevertheless, high-performance mattaking into account the amount of traffic directed to the
ematical programming solvers are expansive for economionsidered node. In order to avoid that the algorithm could
computational resource and time aspects. Whereupon, vee hiag blocked for lacking of resources at the receiving node,
studied an heuristic denoted as Dijkstra-based Powereawessources of node must be reserved. Similarly, resources

Routing Algorithm (DPRA).

B. Dijkstra-based Power-aware Routing Algorithm (DPRA)

The DPRA consists in the partitioning in small quantities,

o, of the traffic demandsd, and in the calculation of the
minimum power consumption path fdrtaking into account
the resources already allocated in the network. This praeed

is recursively executed for all couples of nodes, and until

all the traffic demands reported in the traffic matfix are
allocated. At each iteration, the proposed heuristic aatex

at each oriented link a cost equal to the increase of the
power consumption of the destination node. This parameter

is calculated taking into account tlethe traffic allocated on

should be reserved in the linkv. In particular, in order to
avoid the blocking of the algorithm for lacking of resources
three different cases should be considered (obviously when
uv=sd, we do not need to reserve resources):
« whenu is the source of the traffic demand, we should
permit the reception of the traffic havingas destination;
to this aim we allocate to each link attached to the node
v an equal share of the amount of traffic transmitted to
it;
« whenv is the destination of the traffic demand, we should
permit the transmission of the traffic generatedubplso
in this case, we allocate to each link attached to the node
u an equal share of the total traffic generatedsin
whenuv is an intermediate link of the traffic demadgl,

the considered link, and the EP of the destination node. Then®
the Dijkstra’s algorithm is used to compute the minimum cost
path. The pseudo-code of the proposed DPRA is shown in the
Algorithm 1.

we should allocate the resources needed for the reception
of the other traffic havingv as destination and those
necessary for the transmission of the other traffic having
as source; in both cases, we assume that the whole traffic
is uniformly distributed among the links attached to the
node.

The next step consists in deleting (or equivalently in sgtti
the cost tow) the nodes and the links that have not enough

Algorithm 1 Dijkstra-based Power-aware Routing Algorithm
Given: G(V,E), G, C,, andD
1: Setdp, T (V) = F ey b W eV, anddRFS=dgg Vsde D

2: repeat resources to participate to the next allocation processecar
3 Select randomly a coupled such thatd{>> 0 out by means%f thepDijkstra’s algorithm. In parti(r:)ular, defy
4. Setd AC!(uv) as the amount of traffic allocated on the link until
5. Calculate C,\/?/fyuv Vuve E MAX the current iteration, the linkiv is deleted from the graph
33 CalculateC,™™" v eV andCy,™" Yuve E iff AC'(uv)+ 8> CMAX. Similarly, the nodeu is deleted iff

Delete links and nodes that do not satisfy maximur:flu

e u) + 8 > CMAX,
utilizations (W Sy

At the step 8, Dijkstra’s algorithm runs using the costg,

8 Run Dijksélra’s algorithmbetvlveers agéjsd with costWuv  then theTC' (v) and dRES values are consequently updated
9:  UpdateT® (v)+ =25 We Py anddgy - =8 (P is the set of nodes belonging to the path frsrto d).

- until dRES——
10: until dg>==0 Vvsde D Then, after the update of the variabl€§'(v) and dRFS the

algorithm returns to step 3 unlRES=0 Vsde D.
After the initialization (steps 1), DPRA begins the iteoat VT(}e . comptétational complexity of DPRA is about
and selectsd, then3 is set as shown in Algorithm 2. Note "(‘2\* >(ste6rg <1 x O(|E| + |V[log|V]), where V| s




Algorithm 3 CalculateCM*X v € V

if v=d then AR NN
C\’)ﬂAX — C\'/\l i, ;s D, ,‘_?_7 -~

else : )’/ 20N
?/!fo =C) = yjev dRES T4 e ol '!’

end i § i

Algorithm 4 CalculateCMAX vuve E
if u=sandv=d then

clix =
\" - \"
else ifu=sandv# dREthn
MAX _ oL _ Jievdy
Clv ™ = v~ “gegy
else ifu#sandv=d then
CMAX _ gL _ Jiev dfEs

else degu)
H dRES
VAX _ L SivdES T
3“"]‘ =Cy— degv) degu)
enda |

the number of nodes|E| is the number of links, and
O(|E| + |V|log|V|) is the computational complexity of the
efficient implementation of the Dijkstra’s algorithm [9] —

Fig. 1. European core topology considered in the simulasioily

I1l. PERFORMANCEANALYSIS ] ) ) ]
savings techniques such as dynamic voltage and dynamic fre-

In the following we investigate the power savings provideguency scaling (DVS-DFS), which permit energy consumption

and topological conditions. In order to solve the EPAR problem, we considered three
different linear approximations of the Cubic EP. The firseon
A. Simulations settings approximates the Cubic curve with 20 segments; this will

] ) ] ] ) ~ be denoted a®0seg The second approximation considers
The simulation scenario considered in the analysis is th§,, segments and will be denoted 4seg The edges of the

European core topology taken from [10], given by the Nobgkgments has been chosen taking into account the values of

2 project. The network, shown in Figure 1, is composed Rlfe ECR Initiativé” [12], which requires to measure the power

28 nodes and 41 links. consumption at 0%, 10%, 30%, 50%, and 100% of the total
Each node represents a core router; we assume the use OfﬁP@ughput capacity. Finally, we consider the approxiomati

Juniper T1600 core router, having a total throughput capacphased on only two segments (denoted2agg, which has

of 1600Gb/s and a power consumption of 8352W [11]; thysaen used in the simulation analysis of EPAR discussed in

all nodes of the networks have the same EP. Consequeny, The used approximations of the Cubic EP are depicted in

referring to the models previously described, we assumergyure 2.

nf_)de capacityCy! = 1600Gb/s vv € V and a link capacity = Tpe performance parameter considered in the comparison of

Cgy = 600Gb/s vuv € E. The traffic matrixD is obtained by 6 EpAR and DPRA is the power savings of these algorithms

the data file "Nobel-2 directed graph” downloaded from [10}ith respect to the Shortest Path Routing (SPR). The power
the file contains the measured traffic for each couple of no ings are defined as follows:

sd of the considered network scenario (we assume that the

reported values are Gb/s). The amount of traffic demand is of _ Powekpr— POWeR

1898 Gbl/s, distributed among 378 active pairs (i.e. couples Power Savings= POWeE x100  (7)

nodes;sd with dsq > 0). The mean traffic demand of an active PR

pair is of about 5 Gb/s; then the parameleof the DPRA where the subscripf indicates the algorithm considered in

is set to the 2% of the mean traffic demand, i.e. to 0.1 Gbthe analysis (i.e EPAR or DPRA). The SPR is calculated by

This value ofd permits to achieve a good trade-off betweemeans of CPLEX, which is set to find the minimum hop paths

performance and computation time. between two nodes taking into account the constraints on the
Concerning the EP curve, we focused our attention on thiek and node capacity.

Cubic EP since it represents the state-of-art of circuit-level The study is carried out considering two different aspetts o

energy-efficiency mechanisms [6]. In particular, the Cubit the network: the load and the topology. In particular, inesrid

is the energy behavior of network equipments that use enegpaluate the impact of the load on the algorithm performance




1) Traffic Load: The power savings (in %) obtained con-
sidering the different approximations of the Cubic EP and fo
diverse traffic load values are summarized in Figure 3. A first
observation regards the impact on the algorithm performanc
of the number of segments used to approximate the Cubic
curve. In particular, when the number of segments is reduced
the power savings are lost for low values of traffic load. This
conclusion is supported by the comparison of the Figure, 3(a)
where we observe about the 10% of power savings with the
EPAR and a traffic load of 0.1, with the Figure 3(c), where
no power saving is observed until a traffic load of 0.1. This
behavior of the EPAR is due to the fact that until the TL
assumes values that lead all the nodes to work in the first
‘ ‘ ‘ ‘ ‘ ‘ ‘ segment of the approximate EP, the EPAR solutions are the
o we T Thioughput Gy 0 M same as the SPR. This statement is supported by the results

shown in [6], in the case of a network having the same

linear EP; the simulation results demonstrated that in this

condition, the minimization of the overall power consuropti

of the network leads to the same results of the shortest path
a{guting. When the TL value leads to have network nodes

working in diverse parts of the linear approximation of the
Cubic EP (hence, in some cases characterized by different
1 slopes), the minimization process of the EPAR induces a

dvev duv . - . . .

TL = N’ 2 oy (8) diverse distribution of the traffic with respect to the SPR,

ue resulting into power savings. This observation explains th

The TL represents the average fraction of the maximufficrease of the power savings with the TL and the absence of
capacity that a node should reserve for transmitting thallpc POWer savings for low values of TL. In particular, the length
generated traffic. Obviously, when the traffic load of a nod¥ the first segment of the approximating curve of the Cubic
is equal to 1, the node has not resources for forwardifg’ i directly correlated to the value of the TL where the
or receiving traffic produced by others. The traffic load dPOWer savings begin. This remark is supported by the Figure
the reference traffic matrix is 0.084. In order to vary thé(P), where the power savings of the EPAR curve are higher
traffic load, we have multiplied the reference traffic matrifhan zero already after the third point. Indeed, in this case
downloaded from [10], by diverse values. the length of the first segment of the appro_xmgtlng curve is

As concerns the impact of the network topology on thi§SS than 14 of the 2segcase, as shown in Figure 2. As
algorithms performance, we consider two indexes of thelgrapncerns the DPRA performance, we can observe that the
theory: the average node degree and the node degree distrfi{2rs€ approximation of the Cubic EP leads to the worsening
tion. Starting from the considered topology, having an ager of the performance with respect to the EPAR. In particular,

degree of 2.90, we generate three new topologies applyiag d¢f the 2segcase, Figure 3(c) shows the lack of power savings
of the modifications reported in the following: when the DPRA is used. On the contrary, the performance of

. - the DPRA and the EPAR are very close when we improve the
* rand'add we randomly add links to the 9r|g|nal tOpOIOgyapproximation of the Cubic EP. It is relevant to note that, in
o increase the average degree_ of one; the DPRA, the EP curve is considered in the calculation of the
» rand-add-2 as rand-add but with an increase of the costswij; hence the utilization of the actual Cubic curve,
average degree of two;

. . . i.e. without linear approximation, is not a problem and does
« const we add and remove links in order to obtain PP P

{000l h h node h q Lo 3 %ot increase the complexity of the algorithm. On the comtrar
Opology, where each hode has a degree equal to . e jinear approximation of the Cubic EP is mandatory in

The procedure used to randomly add links consists in a fitfe case of the EPAR; furthermore, the complexity of the
step of choosing randomly with uniform distribution a nodgpAR algorithm increases with the number of segments used
of the network. Then, considering all neighbors not conectin the linear approximation. Table | reports the mean values
with the chosen node, we add a link towards the neighbghd the 99% Confidence Interval (Cl) of the time (in s)
chosen randomly with a probability inversely proportiot@l necessary for the two compared algorithms to produce the
the geographic distance. results, for two diverse traffic load values (we choose thetmo
significative, i.e. near the conditions of the actual traffiatrix
and one of the points where the power savings are high).
The Cls are calculated taking into account the results of 100

The discussion of the simulation results is organized ifferent runs. The values reported in the table highlidiatt t
two subsections, depending on the considered aspect of tine DPRA running with the actual Cubic EP is about 3 times
network features, i.e. traffic load and topology. faster than the EPAR solved with tiROsegapproximation.
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Fig. 2. Cubic EP and its linear approximations

we define the following parameter, denoted as Traffic Lo
(TL),

B. Simulation Results
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Fig. 3. Power savings as a function of the TL and the appraidmaof Cubic EP

TABLE |

COMPARISON OF THE COMPUTATION TIMES(IN S) AND THE 99% ClI

TL=0.1

TL=0.2
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(c) 2segapproximation of Cubic EP

TABLE Il

STANDARD DEVIATION OF LOAD OF EACH NETWORK NODE AFTER THE

SPR Gb/s)

EPAR (2seg) 2.03+0.01

3.41+0.02 original

rand-add | rand-add-2]| const

EPAR (20seg) 4.78+0.03

6.73+0.04 433.15

298.36 270.28 241.93

1.34+0.04

DPRA (real Cubic EP)

2.71+0.06

Furthermore, the DPRA is faster than the EPAR also whe

the 2segapproximation is considered.

2) Impact of Network TopologyFor this analysis, we
define the energy savings BEfergy Savings= Energyspr—
Energy, where Energypr is the energy consumed by the
overall network when the SPR is used, akthergy the
energy consumed when the analyzed algorithm.e. EPAR
or DPRA, is considered. The results of the energy savin¢
obtained with the diverse network topologies and for défer
traffic loads are reported in Figures 4 (EPAR algorithm witt
the 20segapproximation of the Cubic EP) and 5 (DPRA
algorithm with the real Cubic EP). In particular, comparing
the rand-add and therand-add-2in the Figure 4, we can 0
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deduce the reduction of the energy savings when the me__.

network degree increases. This result is due to the fact that
when the mean network degree increases, the probability

finding alternative routes, more energetic efficient thaa th

SPR path, decreases. As an example, in the boundary

|
0.2

i i i
0.08 0.14 0.16 0.18
Traffic Load

I 4. Energy savings and network topology - EPAR Case

CAG8e is almost equivalent (i.e. about 600 Gb/s), we observe

of a complete meshed network, the link directly connecting gitrerence in terms of standard deviation of this paramete

the source and the destination is the shortest path, but

Qe Table II) for the considered topologies. Comparing the

S

the only path with the lowest energy consumption; this p:&él es of the Table and the energy savings curves of Figure 4,
consumes only the energy at the transmitter/source node gd .oy conclude that the higher is the standard deviation of
at the receiver/destination node. the load of a node after the application of the SPR the higher

Furthermore, the energy savings decrease when all the noggsthe energy savings.
of the network have the same degree. Indeed, in the figure werpe results obtained with the DPRA algorithm, shown in
can observe the energy savings loss ofdbestscenario when Figyre 5, lead to similar conclusions, although in this dage
compared with theriginal (both scenarios have similar meanjifferences of the energy savings obtained with the diverse
network degree). The energy savings obtained withchiest npetwork topologies are less apparent.
network topology are comparable with those achieved wigh th
rand-add-2 although this last scenario has an higher network
degree than theonst In order to explain this behavior, we
analyze the load of each network node in the four topologiesThe simulation results shown in the paper highlight the
after the application of the simple SPR, in the cd3e= ability of the proposed heuristic solution of the EAR prahle
0.2. In particular, although the average load of each netwoE®PRA, in producing power savings comparable with the

IV. CONCLUSIONS



(7]

7000

6000 [8]
original
- % - rand-add ,* [9]

5000 -O- rand-add-2 | ’
= const ?\é
z / [10]
9, 4000 !
£
s ¥ [11]
B 3000 /
5 ! o© [12]
] ) o

2000 @l

1000

% o2 U004 006 008 o1 012 014 016 018 02
Traffic Load
Fig. 5. Energy savings and network topology - DPRA Case

exact solution, EPAR, when the Cubic EP is considered.
Furthermore, the EPAR solution shows the loss of energy
savings when the Cubic EP is roughly approximated. It is
relevant noting that in the EPAR case, the linear approxonat
of the Cubic EP is needed in order to reduce the computational
complexity, whereas the proposed DPRA may work with the
real Cubic EP and has a lower computational complexity.
Further, the simulation results show that, in order to aghie
an adequate energy savings with respect to the SPR, the
network traffic load should lead (in average) the nodes tdwor
in a point of their EP where the rate of change is appreciable;
the higher is the rate of change, the higher are the power
savings obtained with the EPAR or the DPRA. Furthermore,
in the same conditions of traffic load, the network topology
can change the standard deviation of the load assigned o eac
node by the SPR; in this case, the simulation results point ou
that the higher is the standard deviation, the higher are the
energy savings.
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